
Mixtures of factor analyzers (MFA) based on the restricted skew normal distribution (rMSN) has been 

shown to be a flexible tool for modeling asymmetrical high-dimensional data with heterogeneity. 

However, the rMSN distribution is oft-criticized a lack of sufficient ability to accommodating skewness 

arising from more than one feature space. This thesis presents an alternative extension of MFA by as-

suming the unrestricted skew normal (uMSN) distribution for the component factors. In particular, the 

proposed mixtures of uMSN factor analyzers (MuSNFA) can simultaneously accommodate multiple 

directions of skewness and the occurrence of missing values or nonresponses. Under the missing at 

random mechanism, we develop a computationally feasible expectation conditional maximization 

(ECM) algorithm for computing the maximum likelihood estimates of model parameters. Practical 

aspects related to model-based clustering, prediction of factor scores and missing values are also 

discussed. The utility of the proposed methodology is illustrated with the analysis of simulated data and 

an application to the Pima Indian women diabetes data containing genuine missing values. 

Unlike the rMSN distribution, the uMSN

distribution is able to capture skewness 

in more than one direction.

Aim: propose a skew extension of MFA

based on the uMSN distribution and al-

lows the handling of missing values.

➢MuSNFA model
𝒀𝑗 = µ𝒊 + 𝑩𝒊𝑼𝒊𝒋 + 𝜀𝑖𝑗 ，with probability  𝜋𝑖 𝑖 = 1,… , 𝑔

𝑼𝑖𝑗 ~ 𝑢𝑆𝑁𝑞 −𝑐𝚫𝑖
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𝚲𝒊𝟏𝒒, 𝚫𝑖
−1, 𝚫𝑖

−1/2
𝚲𝒊 , 𝜀𝑖𝑗 ~ 𝑁𝑝 𝟎,𝑫𝒊 ,   𝑼𝑖𝑗 ⊥ 𝜀𝑖𝑗

where 𝚲i be a q*q skewness parameter matrix, and 𝚫i = 𝑰𝒒 + 1 − 𝑐2 𝚲𝐢𝚲𝒊
⊤ with c= 2/𝜋.

Introduce two permutation matrices 𝐎j pj
o × p and𝑴𝒋 (p − pj

o) × p such that

𝒀𝑗 =𝑶𝑗
𝑇𝒀𝒋

𝒐 +𝑴𝑗
𝑇𝒀𝒋

𝒎.  The hierarchical representation of MuSNFA is

𝒀𝒋
𝒐|(𝑍𝑖𝑗 = 1) ∼ 𝐶𝐹𝑈𝑆𝑁𝑝𝒋

𝒐, 𝒒(µ𝑖𝒋
𝒐 − 𝑐𝜶𝒊𝒋

𝒐 𝟏𝒒, 𝚺𝐢𝒋
𝒐𝒐 , 𝜶𝒊𝒋

𝒐 )

𝒁𝑗~ ℳ(1 ; 𝜋1 , … , 𝜋𝑔 ),

where 𝒀𝒋
𝒐 = 𝑶𝒋𝒀𝒋, 𝒀𝒋

𝒎 = 𝑴𝒋𝒀𝒋, 𝝁𝒊𝒋
𝒐 = 𝑶𝑗𝝁𝑖 , 𝜮𝑖𝑗

𝑜𝑜 = 𝑶𝑗 𝚺𝑖𝑶𝑗
𝑇, 𝜶𝑖𝑗

o = 𝑶𝑗𝜶𝑖 , 𝚺𝐢 = 𝑩𝚫𝑖
−1𝑩𝑇 +𝑫𝒊 ,

𝜶𝒊= 𝑩𝚫𝑖
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𝚲𝒊 , and 𝒁𝒋 is a set of  binary allocation indicators.

The component pdf of 𝒀𝒋
𝒐|(𝑍𝑖𝑗 = 1) is given by 

𝛗 𝐲𝐣
𝐨; 𝛉𝐢 = 2q ϕpj

o 𝐲𝐣
𝐨; 𝛍𝐢𝐣

𝐨 − c𝛂𝐢𝐣
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𝐨𝐨 ×Φq(𝛂𝐢𝐣
𝐨⊤𝛀𝐢𝐣

𝐨𝐨
−𝟏
(𝐲𝐣
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𝐨 + 𝐜𝛂𝐢𝐣
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𝐨⊤𝛀𝐢𝐣

𝐨𝐨−𝟏𝛂𝐢𝐣
𝐨) ,

where  𝛀𝐢𝐣
𝐨𝐨=𝑶𝒋 𝛀𝒊𝑶𝒋

𝑻 with 𝛀𝒊 = 𝜮𝒊+𝛂𝐢𝛂𝐢
⊤ .

For ease of estimation, we reparametrize 

෪𝑩𝒊 ≜ 𝑩𝒊𝚫𝑖
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and ෩𝑼𝒊𝒋 ≜ 𝚫𝑖
1/2

𝑼𝒊𝒋

It follows that 𝒀𝑗 = µ𝒊 + ෪𝑩𝒊
෩𝑼𝒊𝒋 + 𝜀𝑖𝑗 , where ෩𝑼𝒊𝒋 ∼ 𝑢𝑆𝑁𝑞(−𝑐𝚲𝒊𝟏𝒒, 𝑰𝒒 , 𝚲𝒊).

Let 𝚯 = {𝜋1, … , 𝜋𝑔−1, 𝜽𝟏, … , 𝜽𝒈} represent all the unknown parameters of the mixture model, 

where 𝜽𝒊 = 𝝁𝒊, 𝑩𝒊, 𝑫𝒊, 𝜦𝒊 . 

The complete data likelihood function of 𝚯 given 𝒀𝒄 = 𝒚o, 𝒚m, ෩𝑼 , 𝜸, 𝒁 is
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𝑗=1

𝑛

𝑓( 𝒚𝒋
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𝑛

ෑ
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ෑ
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𝒐 + ෩𝑩𝒊𝒋
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𝒐𝒐 𝜙𝑞(෩𝑼𝒊𝒋 ; −𝑐𝚲𝐢𝟏𝒒 + 𝚲𝐢𝜸𝒋 , 𝑰𝒒)

𝑧𝑖𝑗

➢ Proposition:

For notational simplicity, the symbol “∣ ⋯” stands for conditioning on 𝐲𝐣
𝐨 and Z𝑖𝑗 = 1.

Given the hierarchical representation, we have the following conditional expectations:

E ෩𝐔𝐢𝐣 ⋯ = 𝐖𝐢𝐣
𝐨𝐨 𝐯𝐢𝐣

𝐨 + 𝚲𝐢 E 𝛄𝐣 − c𝟏q ⋯ , 𝑾𝒊𝒋
𝒐𝒐 = 𝑰𝒒 + ෩𝑩𝒊

⊤
𝑪𝒊𝒋
𝒐𝒐෩𝑩𝒊

−𝟏
, 𝒗𝒊𝒋

𝒐 = ෩𝑩𝒊
⊤
𝑪𝒊𝒋
𝒐𝒐 𝒚𝒋 − 𝝁𝒊 ,

E ෩𝐔𝐢𝐣𝛄𝐣
⊤ ⋯ = 𝐖𝐢𝐣

𝐨𝐨 𝐯𝐢𝐣
𝐨E 𝛄𝐣

⊤ ⋯ + 𝚲𝐢 E 𝛄𝐣𝛄𝐣
⊤ ⋯ − c𝟏𝒒E 𝛄𝐣

⊤ ⋯ and

E ෩𝐔𝐢𝐣
෩𝐔𝐢𝐣

⊤
⋯ = 𝑰𝒒 + E ෩𝐔𝐢𝐣 ⋯ 𝐯𝐢𝐣

𝐨⊤ + E ෩𝐔𝐢𝐣𝛄𝐣
⊤ ⋯ − cE ෩𝐔𝐢𝐣 ⋯ 𝟏q

⊤ 𝚲𝐢 𝐖𝐢𝐣
𝐨𝐨⊤ ,

where E 𝛄𝒋
⊤ ⋯ and E 𝛄𝒋𝛄𝒋

⊤ ⋯ are the first-two moments of the TMVN distribution.

➢ Simulation
A simulation study is undertaken to examine the performance of the proposed MuSNFA model in 

comparison with the MFA and MrSNFA approaches under varying proportions of synthetic 

missing values.

100 Monte Carlo samples are created from the 3-component MFA model with p=5 and q=2 

factors, while the latent factors are independently generated from the chi-square distribution with 

one degree of freedom 𝝌1
2 for yielding strong effects of skewness and kurtosis.

MuSNFA model outperforms the other two competing approaches in almost all trials.

The MFA model has the worst performance due to a lack of sufficient robustness against serious

departure of normality assumption.

➢ Pima Indians Diabetes Data Set (PIMA data)
There are (p=8) attributes measured on 500 

non-diabetes and 278 diabetes female patients.

We consider the fitting of 2-component MFA, 

MrSNFA and MuSNFA models to this dataset

with q ranging from 1-4.

The factor scores predicted by the three 

approaches are all positively skewed, but the

scattering patterns somewhat different.

The MuSNFA offer the strongest degree of 

skewness, followed by MrSNFA and MFA.

➢ ECM algorithm

The proposed MuSNFA model is  a new model-based clustering tool for handling asymmetric 

high-dimensionality data with possibly missing values.

Experimental results demonstrate that the proposed MuSNFA model may outperform MFA and 

MrSNFA on providing a better fit, improved classification performance, and more accurate 

prediction for missing values.

Future research can expand the capabilities of the current method to analyze the data with 

multimodality, multiple skewness, missing values and censored responses simultaneously , 

see Lin et al. (2018) and Lin and Wang (2020) in the context of multivariate linear mixed 

models.
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Given the initial 

parameter values  

𝛉(0)

E-step : 

Calculate the Q function

Q 𝚯 𝚯(𝑘) = 𝐸{ℓ𝑐 𝚯 𝒀𝒄 |𝒚𝑜 , 𝚯(𝑘)}

CM-steps : 
Given current parameter estimates,

conditionally maximize Q 𝚯 𝚯(𝑘)) to 

obtain updated parameter values.

ෝ𝝅𝐢
(𝐤), ෝ𝝁𝐢

(𝐤), 𝑩𝐢
(𝐤)
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Convergence ?
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Iter = iter+1
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Output

𝛉(𝑘)

The percentages (%) are listed in parentheses ( numbers/n for patient-wise; 

numbers/p for variable-wise; numbers/(np) for observation-wise


